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Abstract: The views and experiences of individuals 

are In our daily lives, the views and experiences of 

others are crucial sources of information. The text 

has become the primary medium of information 

exchange in the modern digital era. Most of the 

time, people will ask their friends and family for 

recommendations on places to eat, doctors, and 

other services that a smartphone can provide. There 

is an abundance of online opinion data, such as 

reviews of products or services, blogs, comment 

boxes, likes for electronic books, and many more. 

People often share their thoughts and feelings about 

the products and services they have utilised. Online 

trading platforms often make customer reviews 

public so that other users may better understand 

what to buy. In this article, we go over some of the 

features of customer reviews and then show you 

how to use machine learning to extract components 

and evaluate them. Opinion components in 

consumer feedback are also defined using the 

Bayesian Belief Network (BBN) and the Weighted 

Support Vector Machine (WSVM). The online 

product review sentiment embedding approach that 

was proposed also included opinion summary. The 

goal of the sentiment level analysis is to identify 

judgements that are subjective. In fact, research has 

shown that sentiment analysis at the word and 

sentence levels are quite similar. In addition, we 

used noise contrastive estimation (NCE) and 

modified the "contextual prediction" issue to 

differentiate between actual and fake text context 

pairs using logistic regression. We compare the 

suggested methodologies with state-of-the-art 

techniques and encouraging experimental 

outcomes. As a consequence of this finding, new 

methods and standards have been developed to 

extract product components and the views 

associated with them. 

 

Keywords: Opinion mining, 

Sentiment analysis, Aspect-based, 

Customer reviews, Product reviews, 

frequent items. 

mailto:k.srisandhya26@gmail.com
mailto:hod.cse@svitatp.ac.in
mailto:jangiliravi.kishore1@gmail.com


Journal of Management & Entrepreneurship 
ISSN 2229-5348 

UGC Care Group I Journal 
Vol-11 Issue-01 June 2022 

 
 

 

 

 

155  

I. INTRODUCTION 

 

Mathematical examination of self-records 

towards certain entities is called opinion 

mining or sentiment analysis. Goods, 

businesses, offerings, aspects, capabilities, 

extensions, and characteristics are all examples 

of entities. Mining Opinion recognition and 

extraction techniques are fundamental to 

Natural Language Processing (NLP), which 

studies evaluations of products and services, 

online discussion groups, blogs, and analysis 

businesses. It Makes the Internet a global 

repository of enormous data for the purpose of 

generating revenue from a particular product. 

Individuals and organisations use internet 

material to make buying and manufacturing 

options, which is directly correlated to the 

length of the network.  

There is always a deluge of data when 

someone attempts to find out what people are 

thinking about online, which makes it hard to 

tell how helpful the information is. Keeping 

tabs on customer feedback allows businesses to 

gauge satisfaction and make informed choices 

about output and income. Obtaining massive 

quantities of network information and 

manually switching between them is 

challenging due to physical constraints and a 

high human level. Implementing a tool that can 

 

 

often condense documents. This kind of tool 

takes the practical data and presents it in a manner that 

everyone can study and comprehend so that they may 

make educated choices. Most online stores provide a place 

for consumers to leave comments or reviews, where they 

may rate and discuss products privately, in order to get 

first-hand knowledge. It is common practice to provide 

customer assessment material as unstructured text in the 

herbal language. As a result, interpreting data and 

extracting useful information is a challenging business that 

calls for tailored approaches. Buyer evaluations often 

include both factual (representing facts) and subjective 

(representing opinions or visuals) textual data. Pang and 

Lee identified three distinct domains for the study of 

opinion mining: reports, sentences, and factors (2008). A 

persistent report (like a product review) may be neatly 

filed away by doing an analysis of the file's overall mood. 

One perspective is expected to be expressed across the 

whole record. Similarly, if you want to know what an 

emotion is like during prayer, you may evaluate it when 

you're in that phase. Yet, these days, not every expression 

is up to interpretation. Published by Wilson et al. in 2005. 

Despite our familiarity with sentiment analysis as a 

process of extracting and evaluating user-generated 

sentiments from text,  

 

involved feelings and thoughts, the job is still not well 

defined in the academic literature because to the many 

overlapping ideas and subtasks."Compared to Samsung's 

digital camera, Canon's is head and shoulders above the 

competition." It exemplifies the kind of product review 

that has nothing but praise for one product and nothing but 

criticism for all others. You should consider the depth of 

the topics covered by Liu et al. (2015) before classifying 
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and generalising views in both goods, 

harvesting first-class scene.  

At its most fundamental level, the issue is 

ABOM (Aspect-based opinion mining), which 

is responsible for defining and extracting 

criticism as well as its goals. There are three 

primary functions of ABOM. The first is to 

extract product attributes; the second is to 

detect opinion terms and postings; and the third 

is to establish the link between factors and 

views. Applying ABOM to the above example, 

the system has to first choose a "Canon digital 

camera," then a "excellent" opinion, and lastly 

the relationship where the opinion is associated 

with the fact that the "Canon camera" is no 

longer a "Samsung digital camera."  

The primary goal of this article is to analyse 

consumer feedback, choose, and  

 

gather evaluations and aspects and present 

them as paired viewpoints. Reading and 

extracting reviews and e-commerce text parts 

dubbed "customer reviews" is the primary 

subject of this research, which investigates the 

use of natural language processing algorithms.  

 

II. LITERATURE SURVEY 

 

Methods for gleaning issues and 

opinions from sponsor evaluations are 

the focus of this investigation. One of 

the most researched topics in computer 

science recently is opinion mining, 

which is also known as sentiment assessment. The 

needs of the end user are not being met by the 

current solutions and systems, despite extensive 

study.  

The many conceptual rules that control emotions 

provide a significant challenge. These ideas of 

experience may be turned into a conversation 

between individuals thanks to a mountain of 

concrete (and perhaps endless) data. 

Specifically, this work contributes to the 

extraction of the supervised case (Shu et al., 

2017). According to the theory, conditional 

random fields (CRF) may put this data to good 

use in the real world if the device can get a side 

extract from a variety of domain names and 

remember their impacts.  

 

 

lifelong learning to acquire new extraction 

methods in fields well outside the conventional 

CRF area, independent of these prior expertise. 

One new feature is that the CRF may be trained 

and then used to enhance the model's extraction 

capabilities via programme reports.  

 

Pontiki et al.(2016) Building on the work of 2014 and 

2015, this article details the Common Challenge on 

Aspects Based Sentiment Analysis (ABSA) at 

SemEval 2016. With a duration of 0.33 months, the 

mission offered a joint assessment system, 19 

exercises, and 20 data set tests to eight languages 

and seven places. The sentence level dataset 
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accounted for 25, while the ABSA 

textual content dataset accounted for 14, 

with the latter having originally been 

presented as a subtask in SemEval. A 

total of 29 teams made 245 requests to 

the mission. 

 

Ravi et al. (2015) More and more people 

are eager to have their online critiques of 

current events and sports shown 

prominently with the introduction of 

Web2.0. The proliferation of social 

media also played a significant role in 

our endeavours, as it gave us a crystal-

clear platform from which to share our 

global views. Commercial and 

transportation firms often use these 

online oral expressions (eWOM) to boost 

client exposure. During the other hour 

and a half,  

 

Research groups, academics, general 

industries, and suppliers meticulously do 

sentiment evaluation, sometimes called 

opinion mining, to extract and analyse 

emotions and general viewpoints. So, this 

paper gives a thorough overview on 

sentiment analysis, depicting the views expressed 

with the aid of over a hundred papers published in 

the last decade on the responsibilities, 

methodologies, and software packages required to 

evaluate emotions. There are a number of ancillary 

responsibilities that must be met in order to evaluate 

emotions, and they may be met via various methods 

and approaches. This survey was done using the 

following criteria: secondary tasks, devices studied, 

natural language processing methods employed, and 

sentiment analysis programmes. It covers research 

published between 2002 and 2015. In addition to a 

summary table of 121 articles, the document also 

contains open releases.  

Medhat et al. (2014) The area of text extraction 

known as sentiment analysis (SA) is one that is 

constantly being researched. Text, emotion, and 

objective reviews are all processed computationally 

in SA. Having just been replaced, this field is 

thoroughly evaluated in this survey document. This 

survey will shortly showcase a number of software 

assurance applications and a number of recently 

suggested algorithm enhancements. Articles are 

evaluated based on the impact they have had on 

different SA technologies. Mentioned were the 
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current research hotspots related to SA 

(Study of Change, Emotion Detection, 

and Resource Building). Providing a 

concise but comprehensive overview of 

quality assurance methods and associated 

areas is the primary goal of this study. 

The sophisticated categorizations of a 

large number of recent articles and an 

example of the most current research in 

sentiment analysis and related fields are 

the key contributions to this work. 

 

 

Sharma, R et al. (2013) The importance of 

people's opinions cannot be overstated. 

Other people's opinions are considered 

when a choice is finalised. These days, a 

large number of internet users form 

views on a wide range of subjects via 

online forums, chat rooms, and social 

media. Finding public or user reviews on 

services and goods is an ongoing 

necessity for businesses and 

organisations. Since doing a mechanical 

analysis of the vast amounts of social data accessible 

on the web is crucial in e-commerce and e-tourism, 

it has become imperative to enhance its techniques 

of  

 

classifying mechanically. Opinion mining, also 

known as sentiment analysis, is the process of 

automatically mining text, audio, and database assets 

for attitudes, views, and emotions using Natural 

Language Processing (NLP). To summarise 

supervised technologies that classify views as 

wonderful or useful, this poll compiles them.  

 

VO et al. (2012) Consensus opinion about a product or 

service is difficult to distinguish due to the diversity of 

opinions on the network. To triumph over this 

inconvenience, the sense class was implemented as an 

important evaluation technique in feeling mining. 

Recently, researchers have proposed different measures 

to assess emotion mining by applying different strategies 

alongside methods of studying uncensored systems. This 

document proposes an unattended method for classifying 

the polarity of reviews using a combination of methods 

with PMI and SentiWordNet and modifying the word 

pitch in the event of a change. Test results show that the 
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proposed tool achieves a accuracy of 69.36% 

for movie reviews up to 80. 16% for auto 

reviews. 

 

Taboada et al. (2011) The approach they 

provide for extracting emotions from text is 

entirely reliant on dictionaries. Analysed 

dictionaries are used by the semantic direction 

CAL (SO-CAL).  

 

including both negation and condensation, and 

having polarity and strength as its semantic 

directions. Assigning a positive or negative 

label to a text captures the opinion of the 

textual material on its major stance; SO-CAL 

is accomplished in the Polarity Class Action. 

We show that SO-CAL works equally well 

with visible and invisible data in all domains. 

Furthermore, we detail the dictionary's 

appearance and how we use Turkish mechanics 

to evaluate dictionaries' consistency and 

dependability.  

 

Thelwall et al. (2010) Every day, people use 

online forums, blogs, and social media to 

spread a wide range of informal messages. For 

the purposes of online fights, expressing 

friendship, or showing social help, emotions 

seem to be required in these communications 

on a frequent basis. Understanding the function 

of emotion in this casual verbal interchange, as 

well as selecting unexpected or atypical 

emotional expressions, which are surely associated with 

potentially dangerous actions for oneself or others, should 

be possible with the aid of algorithms that find emotion 

and the strength of emotion. Present sentiment recognition 

algorithms, on the other hand, are more often than not 

commercially focused and built to choose product 

opinions above individual behaviours. While this article 

does provide a fresh set of  

 

principles, SentiStrength, to harness the emotional power 

of unofficial English language and use innovative methods 

to capitalise on the real-world rules and spellings that exist 

in our digital environment. Using MySpace comments and 

the phrase search for strengths in better feelings by system 

research, SentiStrength is able to predict negative 

emotions with 72.8% accuracy and high-quality emotions 

with 60.6% accuracy, all based on one of five energy 

measures. Not the last, but certainly the longest, beating 

out both the baseline and a slew of cutting-edge computers 

that shed light on the strategy.  

 

Zhu et al. (2009) Using initial text assessments without 

explicit ratings, this article presents a method for 

component-based polls that does not need moderation. 

Three times, the primary contribution is detailed in this 

text. The first step in solving this challenge is to propose a 

multi-component starting algorithm that can learn the 

terms of each component from the facts connected with 

the unclassified parts. After that, we provide an 

unmanaged hash model to deal with the problem of 

finding many devices that share a single occurrence in a 

multi-component phrase. At last, we provide a set of 
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survey rules that are completely based on 

components. The survey approach achieves an 

overall performance accuracy of 75.5% in 

experiments using real evaluations of Chinese 

eateries. 

 

III. PROPOSED METHODOLOGY 

 

The several procedures often employed to 

characterise an exhaustive opinion 

investigation are together known as 

document-level opinion mining. Personal 

choice is the primary emphasis of sentiment 

level analysis. Document and sentence levels 

were shown to be closely related in the 

biggest research. The opinion values that are 

taken into account at the document and 

sentence levels are indirectly related to the 

subjects (i.e., goods or product features) that 

are given in the text. It serves its purpose, 

but it isn't ready for prime time when it 

comes to maximum packets as it fails to 

meet opinion objectives. The sentiment 

technique is useless without first learning 

people's preferences. Recent surveys' aspect-

based sentiment analyses made use of more 

extensive evaluation data in the assessment. 

Here we highlight a sub-topic of the stage 

analysis of things—the replication of a 

product issue largely based on clarification 

of the information received from criticism—

to enable for the right intensity stage. We 

found and retrieved consumer opinion 

regarding in order to get a grain product look that is 

good  

 

attributes that make up the product's character. At 

various points, the overall impression of the product is 

influenced by the opinion values on particular features. 

Our work tackles intangible problems that are 

completely The nature of product reviews determines 

this. Using the information gleaned from the comments, 

this article focuses on product element extraction. 

However, we need to establish our tool specification 

before we can proceed with the project details.  

 

 

Fig .1 Opinion mining process 

In opinion mining, review is to be 

determined at three levels. These are 

 Document-level review classification 

 Sentence level Classification 

 Aspect level classification 

 
The document-level evaluation grade is too specific in many 

cases and fails to provide the necessary context. Put simply  

Pure arrangement is useful for gathering data on customer 
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satisfaction or dissatisfaction rates. Even further, 

aspect focused review mining delves into how 

buyers feel about certain product features. 

Consequently, our study tackles the problems 

associated with product evaluations that rely on 

feature summaries. Here, we detail the steps 

necessary to use machine learning to glean 

information about products from user evaluations. 

Bayesian Belief Networks (BBNs) and Weighted 

Support Vector Machines (WSVMs) are 

components of the suggested system. Using the 

most important rules as a basis, this finds intriguing 

relationships between different elements in the 

dataset. As an additional set of interactions between 

things, dependency relationships (DR) are used, 

which are based on the grammatical description of 

a sentence structure. Identifying the important 

manifestations of sentiments and determining their 

polarity is required in order to uncover all factors 

linked to the product.  

 

 

 

 

 

Fig.2 Opinion Summarization Framework 

Bayesian Belief Networks (BBN) 

 

Bayesian belief networks are often used to discover 

correlations between word variants in the context of 

machine modelling and mastering challenges. Here, BBN 

provides an appropriate means of representing these 

connections. These models are sometimes referred to as 

Bayesian belief networks, and they are a kind of 

probabilistic graph. An energy procession forms along the 

edges of the vector-oriented loop diagram that BBN uses, 

in which each node stands in for a random variable; this is 

due to the fact that the shape of one node influences the 

shape of another node.  

One component of BBN is a network structure that uses 

variables to code conditional independence assertions and 

assigns each variable a fast and stringent local capability. 

By combining these enhancements, we are able to specify 

a shared distribution of abilities for a 

 

 

made up of every single variable. A compressed 
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𝑖=1 , 

representation may be constructed thanks to 

this conditional independence.  

Algorithm 

𝑆𝑡𝑒𝑝1∶ 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 𝑃(𝑝𝑜𝑠) − 𝑛𝑢𝑚 

− 𝑝𝑜𝑝𝑜𝑧𝑖𝑡𝑖𝑖(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒) 

/𝑛𝑢𝑚_𝑡𝑜𝑡𝑎𝑙_𝑝𝑟𝑜𝑝𝑜𝑧𝑖𝑡𝑖𝑖 

𝑆𝑡𝑒𝑝2∶ 𝑃(𝑛𝑒𝑔) − 𝑛𝑢𝑚 

− 𝑝𝑜𝑝𝑜𝑧𝑖𝑡𝑖𝑖(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) 

/𝑛𝑢𝑚_𝑡𝑜𝑡𝑎𝑙_𝑝𝑟𝑜𝑝𝑜𝑧𝑖𝑡𝑖𝑖 

𝑆𝑡𝑒𝑝3∶ 𝐶𝑜𝑛𝑣𝑒𝑟𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 𝑖𝑛𝑡𝑜 𝑤𝑜𝑟𝑑𝑠 

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐𝑙𝑎𝑠𝑠 𝑜𝑓 *𝑝𝑜𝑠, 𝑛𝑒𝑔+∶ 

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑤𝑜𝑟𝑑 𝑖𝑛 *𝑝ℎ𝑟𝑎𝑠𝑒+ 

𝑃(𝑤𝑜𝑟𝑑 | 𝑐𝑙𝑎𝑠𝑠) 

< 𝑛𝑢𝑚_𝑎𝑝𝑎𝑟𝑡𝑖𝑖(𝑤𝑜𝑟𝑑 | 𝑐𝑙𝑎𝑠𝑠) 1| 

𝑛𝑢𝑚_𝑐𝑢𝑣(𝑐𝑙𝑎𝑠𝑠) + 𝑛𝑢𝑚_𝑡𝑜𝑡𝑎𝑙 _𝑐𝑢𝑣𝑖𝑛𝑡𝑒 

Where the scalar 0 ≤ 𝑊𝑖 ≤ 1 is the weight 

assigned to data point 𝑥𝑖 

Formulation of WSVM: 

Starting with the development of the value 

function, WSVM wants to maximize 

separation margin and reduce classification 

errors so that accurate generalization can be 

completed. In contrast to the standard SVM 

penalty term, in which the value of C is 

determined and all educational statistical 

factors are treated equally across the school, 

WSVM weighs the sentence period with the 

intention of minimizing the impact of less 

important statistical factors (including 

outliers and noise). The limited optimization 

problem is formulated as follows 

𝑃(𝑐𝑙𝑎𝑠𝑠) − 𝑃(𝑐𝑙𝑎𝑠𝑠) * 𝑃(𝑤𝑜𝑟𝑑 | 𝑐𝑙𝑎𝑠𝑠) 
𝑙 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 Φ(𝑤) = 
1 

𝑤𝑇𝑤 + 𝐶 ∑ 𝑊 ℰ 

𝑅𝑒𝑡𝑢𝑟𝑛 max(*𝑃(𝑝𝑜𝑠), 𝑃(𝑛𝑒𝑔)+ 
 

2 
𝑖=1 

𝑖  𝑖 

 
Weighted Support Vector Machine 

(WSVM) 

The weighted support vector machine 

(WSVM) is to assign a different weight to 

each data point according to its relative 

importance in the separation, so that the 

different  data  points  have  a  different 

contribution to learning the surface of the 

Subject to 

𝑦𝑖(〈𝑤, Ø(𝑥𝑖)〉 + 𝑏) ≥ 1 − ℰ𝑖, 𝑖 = 1, … … , 𝑙 
ℰ𝑖 ≥ 0, 𝑖 = 1, … … , 𝑙 

 
Note that we designate the weight 𝑊𝑖 for the 

xi data point in the above formula. 

Accordingly, the formula becomes dual 

𝑙 𝑙 
1 

𝑊(𝛼) = ∑ 𝛼𝑖 − 
2 

∑ 𝛼𝑖𝛼j 𝑦𝑖𝑦j𝐾(𝑥𝑖, 𝑥j) 

decision. Assume weights are given, and 

then the training data set becomes 

Subject to 

𝑙 

𝑖=1 𝑖,j=1 

*(𝑥𝑖, 𝑦𝑖, 𝑊𝑖)+𝑙 𝑥𝑖 ∈ 𝑅𝑁, 𝑦𝑖 ∈ *−1, 1+, 𝑊𝑖 

∈ 𝑅 

∑ 𝑦𝑖𝛼𝑖 = 0 0 ≤ 𝛼𝑖 ≤ 𝐶𝑊𝑖 
𝑖=1 

𝑖 = 1, … . . , 𝑙 
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And the KT conditions of WSVM become 

 

𝛼𝑖,𝑦𝑖(〈𝑤, Ø(𝑥𝑖)〉 + 𝑏) − 1 + ℰ𝑖- = 0  𝑖 

= 1, … … , 𝑙 

(𝐶𝑊𝑖 − 𝛼𝑖)ℰ𝑖 = 0, 𝑖 = 1, … … , 𝑙 

Obviously, the only difference between the 

proposed SVM and WSVM is the upper 

bound of the Lagrange 𝛼𝑖 multiples in the 

double problem. 

IV. RESULTS AND DISCUSSIONS 

 

This study presents the results of experiments 

that aimed to assess and extract from consumer 

opinions suggested methodologies for case-

based mining. The findings were shown in 

tables with customised charts after using three 

assessment measures. 

Performance Measures 

The performance of the experimental 

patterns is estimated by three different 

evaluation models, i.e. the T-test, F-scale, 

and the percentage of change, which are 

based on accuracy and recall, and the 

evaluation criterion for collecting 

information. 

Precision and recall 

In every experiment, there is a collection of 

ingredients and criticize opinions and their 

importance. 

Effectiveness Measuring Methods: 

Precision (Eq.4.1) It indicates that the 

system is more effective, and is able to 

recover related components and opinions. 

It is a part of the factors, and comments 

applied to each product. 

Recall (Eq.4.2) It indicates that the device is 

better able to recover applicable components 

and ratings. It is a part of all related 

components and fixes that were restored to 

the system. 

True Positive (TP) is the number of 

positive documents, which means the 

relevant documents that the system correctly 

determines. False Positive (FP) is a variety 

of inappropriate files but is misdiagnosed by 

the system accordingly. False Negative (FN) 

is a variety of related documents that the 

system has changed and cannot perceive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃  

= 
𝑇𝑃+𝐹𝑃 

𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 
 

 

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠𝑟𝑒𝑡𝑟𝑖𝑣𝑒𝑑 

(4.1) 

𝑇𝑃 

documents,  and  each  document  contains 
𝑅𝑒𝑐𝑎𝑙𝑙 = = 

𝑇𝑃+𝐹𝑁 

reviews related to a specific product. 

Metrics, accuracy, and recall were used to 

assess  the  correctness  of  extracted 

𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 
 

 

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

(4.2) 
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F-measure (Equation 4.3) it is another way 

to choose accuracy. It is calculated based on 

the accuracy and recovery measurements. 

There is an instant flirtation between the 

price of F dimensions and the accuracy rate, 

and they should be taken into consideration. 

Therefore, if the aggregate loading and 

accuracy are excessive, the value of degree 

F may also be excessive. The degree F is 

calculated as follows. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 * 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛*𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 

(4.3) 

Experimental results: 

In addition, the charts below show an 

evaluation between the proposed model and 

the reference model for average accuracy 

and recovery. 

 

Fig.3Aspect Extraction Performance using 

proposed method 

Based on the previous results, a t-analysis 

was performed to observe the exact amount 

of development and recovery of the 

extractions. For lateral extraction, the cost of 

P for accuracy becomes -41. Ninety-six has 

a zero recovery of 68, which presents a high 

probability of being particularly statistically 

bulky. For opinion extraction, the choice 

rate t for accuracy of 0.0851 and zero 0941 

for remembering, indicating overall daily 

performance compared to the reference 

version and leaving room for progressive 

extraction became. 

 

Fig.4Opinion Extraction Performance using 

proposed method 
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Table.1Aspect Extraction Results of 10 Products using Dependency Relations (DR) 
 

Products P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 AVG(Mean) 

Precision 

Baseline 

56 62 62 63 65 66 69 71 71 74 68% 

Precision 

Proposed 

67 68 68 71 73 77 81 91 100 100 84% 

Recall 

Baseline 

59 61 64 70 75 79 81 81 83 81 76% 

Recall 

Proposed 

70 71 73 93 88 93 93 94 94 95 88% 

F-measure 

Baseline 

57 61 63 66 70 72 75 76 77 77 72% 

F-measure 

Proposed 

68 69 70 77 80 84 87 92 97 97 96% 

 

Precision for Proposed Method Vs Baseline: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Precision for Aspect extraction of proposed method Vs Baseline 
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Recall for proposed method Vs Baseline: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Recall for Aspect extraction of proposed method Vs Baseline 
 

 

F-measure for Aspect Extraction between Proposed method and baseline: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7 F-measure for Aspect extraction of proposed method Vs Baseline 
 

 

V. CONCLUSION 

 

In this research, we focus on the opinion 

element of knowledge extraction in products.  

 

 

reviews. Information extraction and sentiment analysis are 

the two primary functions of the technology we provide. 

We begin with the  
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The system uses a Bayesian Belief Network 

(BBN) and a Weighted Support Vector 

Machine (WSVM) to detect the opinion 

features from customer evaluations. It regularly 

extracts extensive formula information and 

inferential correlations for the opinion 

components. In the process of knowledge 

production, the system recognises additional 

annotations, such as common reference strings, 

annotations of named entities, and grammatical 

features, and isolates the sub-tree to extract 

dependent linkages. The second one is that 

knowledge is put to use in analysing and 

developing new forms of 

evaluation.Functionality is the primary 

determinant of accuracy. It will undoubtedly 

find use in the difficult tasks that make up 

indirectly opinion results and opinion 

behaviours. My experience mostly is on 

extracting elements and opinions from 

customer reviews via the use of data mining 

tools, ontology, and statistical methodologies. 

When compared to methods used in the art 

industry, the test findings demonstrate a 

significant improvement in the precision of the 

technology.  
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